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Abstract—In this paper, the state augmented adaptive backstepping controller is designed and implemented on a two degrees of freedom (2-DOF) nonlinear robot manipulator. The controller should be designed in a way to stabilize the system and make the manipulator track the desired trajectory. The concept of backstepping control is to propose a virtual control signal in order to derive the tracking error value to zero. To this mean, first the system dynamic equations are simulated. The tracking error equations are derived and in order to improve the desired path tracking, an additional state is augmented to the equations. The state augmented backstepping controller is then developed for the system. The dynamical parameters of the manipulator are assumed to be unknown and an adaption law is derived via adaptive backstepping mechanism. Simulation results present the strength of the state augmented adaptive backstepping in tracking the desired trajectory.

Index Terms—2-DOF robot manipulator, adaptive backstepping, state augmentation.

I. INTRODUCTION

During the past years, different robotic systems are introduced and have made great developments [1], [2] and robotic manipulation has become an inseparable section of many areas such as military services, industries and medication [3], [4]. However nonlinear features usually restrict the manipulator’s capability to do high-precision manipulation. One of the most challenging issues in robotic engineering is to face the system nonlinearity as well as parameter variations or uncertainties caused by inaccurate system modeling, insufficient parameter identification, external disturbances and environmental conditions. Control techniques should be developed in a way that make the robotic system adapt to these variations and be able to do the manipulation task [5]. To this mean variant control techniques have been applied on the manipulators. Different control methods such as conventional PID controllers, intelligent control methods, neural network based controllers and fuzzy control have been studied and implemented on the robotic systems [6]-[8]. Unfortunately, in existence of unknown parameter values or unstructured dynamical features, most of the traditional design approaches fail to succeed in obtaining the zero tracking error for the system [9]. Adaptive control approach can be used to deal with this issue. The adaptive structure of this type of controllers make them good candidates for facing dynamical parameter variations and making the manipulator track the desired path despite the system nonlinear dynamics and parameter uncertainties. System stabilization is another important issue. The designed controller should satisfy the stability of the controlled system in existence of model nonlinearity and the system variable structure. Lyapunov theorem is a very strong tool proving the stability of the controlled manipulator by proposing a positive decreasing energy function [10]. The controller should adapt its structure to confront the parameter variations and despite its adaptive structure it should prove the stability of the controlled system. One of the most powerful nonlinear control strategies is the backstepping which proves the stability of the system via Lyapunov theorem. The backstepping and adaptive backstepping controllers have been used in a variety of research [11]-[13].

In this paper, a two-degree of freedom (2-DOF) manipulator with nonlinear dynamic equations is regarded as the case study and backstepping, state augmented backstepping and state augmented adaptive backstepping controllers are designed to control the vehicle. The controllers have to confront system nonlinearity while decreasing the tracking error value to zero. Despite dynamical parameters uncertainties, the stability of the system as well as good tracking performance should be guaranteed. In order to improve the tracking performance of the system an additional state is augmented to the system error equations [14] and the order of the equation system is increased. An adaption law is derived which stabilizes the system based on Lyapunov theorem. Finally after obtaining the Lyapunov function and the adaption law, the controller is implemented on the system. End-effector path tracking problem is investigated and the results are compared for the backstepping, the state augmented backstepping and the state augmented adaptive backstepping approaches.

The paper is organized as follows: Section II is devoted to the 2-DOF manipulator dynamic equations. Section III deals
with the backstepping mechanism and discusses the uncertainty problem and an adaption law is derived via state augmented adaptive backstepping control approach. Simulation results are presented in Section IV. Section V concludes the paper.

II. MANIPULATOR DYNAMIC EQUATIONS

In this paper a 2-DOF manipulator, is regarded as the case study. The system is presented in Fig. 1. As the figure presents the system is a 2-link rotary manipulator. The frames are selected based on Denavit-Hartenberg (DH) convention [15] and forward and inverse kinematics are derived. By defining \( \dot{q} \) as the vector of joint variable. \( M(q, \dot{q}) \) is the inertia matrix of the entire manipulator. \( C(q, \dot{q}) \) is the matrix of Coriolis and centrifugal generalized forces. \( G(q) \) is the gravity vectors and \( \tau \) is the torque vector. The manipulator dynamic equation is as follows,

\[
M(q, \dot{q}) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) = \tau
\]  

(1)

III. APPLIED CONTROL APPROACHES

A. Backstepping Control

Backstepping is a control approach which is applicable for a special type of nonlinear systems. The combination of the Lyapunov control theory and backstepping control guarantees the stability of the closed-loop system as well as its effective performance. In order to design the backstepping controller, the system equations are first decomposed into subsystems of less order. Backstepping has a recursive structure and in each step a Lyapunov function and a virtual control law are derived for each subsystem. As the final step, all the controller laws are integrated as the control law for the system and a Lyapunov function is introduced which satisfies the stability of the whole system. As the first step the error equation is defined based on (1). \( e \) is defined as the tracking error and \( q_d \) is the desired angle value. By taking derivative of the error the equations will be,

\[
e = q - q_d
\]

(2)

\[
z_1 = e, \quad \dot{z}_1 = \ddot{e} = \ddot{q} - \ddot{q}_d, \quad \dot{z}_2 = \ddot{e} = \ddot{q} - \ddot{q}_d
\]

(3)

The order of the system of the equations is two and is equal to the order of dynamic equations set (1). By expanding \( \dot{z}_2 \) based on (1),

\[
\dot{z}_2 = \ddot{q} - \ddot{q}_d = M^{-1}(\tau + \theta \phi)
\]

(4)

\[
\theta \phi = -M \ddot{q}_d - C \ddot{q} - G
\]

(5)

In order to design the backstepping controller, the equation system (3) is separated into subsystems. The first equation subsystem is,

\[
\dot{z}_1 = z_2
\]

(6)

\( z_2 \) is regarded as the virtual control signal for this subsystem.

Theorem I. Let \( x_c = 0 \) be the equilibrium of the system \( \dot{x} = f(x) \). If there exists a positive-definite function \( V(x) > 0 \) which is continuously differentiable such that \( V(0) = 0 \) and \( V(x) \) is negative-definite \( (\dot{V}(x) < 0) \), then \( x_c \) is stable [10].

By defining the Lyapunov function for (6) as (7). By replacing the virtual control signal as \( z_2 = -k_p z_1 \) where \( k_p \) is a positive gain, the derivative of (7) will be (8),

\[
V_1 = \frac{1}{2} z_1^2
\]

(7)

\[
\dot{V}_1(z) = -k_p z_1^2 < 0
\]

(8)

So based on Theorem I, the virtual control can stabilize the subsystem (6). Finally for the whole system equations (3) the Lyapunov function is regarded as,

\[
V_2(z) = \frac{1}{2} z_1^2 + \frac{1}{2} M(z_2 + k_p z_1)^2
\]

(9)

Which is a positive-definite function. Taking the derivative of (9) will result in,

\[
\dot{V}_2(z) = z_1 \dot{z}_1 + M(z_2 + k_p z_1) \dot{z}_2 + k_p \dot{z}_1
\]

(10)

By expanding (10) based on (3) and (4) and defining the control signal \( \tau \) as,

\[
\tau = -\theta \phi - M k_p z_2 + z_1 - k_d (z_2 + k_p z_1)
\]

(11)

where \( k_d \) is a positive gain. The derivative of Lyapunov function (10) will be,

\[
\dot{V}_2 = -k_p z_1^2 - k_d (z_2 + k_p z_1)^2
\]

(12)

Which is a negative definite function. So, based on Theorem I, (9) and (12) the system (3) is stabilized by defining the control law as (11).

B. State Augmented Backstepping Control

The system dynamic (1) and the error equations (3) are of order 2. In order to enhance the controller performance, an additional state is augmented to the system equations. (3) is modified by adding the new state as the error integral and defining \( x_1, x_2 \) and \( x_3 \) as,

\[
x_1 = \int_0^t e \, dt, \quad x_2 = e, \quad x_3 = \dot{e}
\]

(13)

By taking derive of \( x_3 \) and according to (4) and (5),

\[
\dot{x}_3 = \ddot{e} = M^{-1}(\tau + \theta \phi)
\]

(14)

So the new state equations are,
\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = x_3, \quad \dot{x}_3 = M^{-1}(\tau + \theta \phi) \tag{15}
\]

First the augmented backstepping controller is designed and then it is expanded to the adaptive case. The equations should be decomposed into subsystems. The first subsystem is similar to (6) and the stability of the equation is satisfied based on the Lyapunov function \( V = \frac{1}{2} k_1 x_1^2 \) where \( k_1 \) is a positive gain. By defining the virtual control signal as \( x_2 = -x_1 \), the derivative of Lyapunov function will be \( \dot{V} = -k_1 x_1^2 \) which is a negative function. Now consider the second subsystem as,

\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = x_3 \tag{16}
\]

The Lyapunov function is defined as,

\[
V_3(x) = \frac{1}{2} k_1 x_1^2 + \frac{1}{2} x_2^2 \tag{17}
\]

Taking the Lyapunov function derivative,

\[
\dot{V}_3(x) = k_1 x_1 \dot{x}_1 + x_2 \dot{x}_2 = k_1 x_1 x_2 + x_2 x_3 \tag{18}
\]

The virtual control signal \( x_3 \) is considered as \( x_3 = -k_p x_2 \), substituting \( x_3 \) in (18) will result in,

\[
\dot{V}_3(x) = -k_p x_2^2 \tag{19}
\]

Which is a negative function and based on Theorem I, the second subsystem is stabilized utilizing the defined virtual control signal. As the final step the whole system equation set (15) is considered and the real control signal should be designed in a way to stabilize the system. The new Lyapunov function is defined as,

\[
V_4(x) = \frac{1}{2} k_1 x_1^2 + \frac{1}{2} x_2^2 + \frac{1}{2} M(x_3 + k_p x_2 + k_1 x_1)^2 \tag{20}
\]

Since the inertia matrix \( M(q) \) is always positive, the introduced Lyapunov function is also positive. Taking the derivative of the function will result in,

\[
\dot{V}_4(x) = k_1 x_1 \dot{x}_1 + x_2 \dot{x}_2 + M(x_3 + k_p x_2 + k_1 x_1)(\dot{x}_3 + k_p \dot{x}_2 + k_1 \dot{x}_1) \tag{21}
\]

The equation is simplified by substituting \( \dot{x}_1, \dot{x}_2 \) and \( \dot{x}_3 \) based on (15),

\[
\dot{V}_4(x) = k_1 x_1 x_2 + x_2 x_3 + (x_3 + k_p x_2 + k_1 x_1)(\dot{x}_3 + k_p \dot{x}_2 + k_1 \dot{x}_1) \tag{22}
\]

This equation is rewritten by replacing \( \tau \) with (23),

\[
\tau = -\theta \phi - M k_p x_3 - M k_1 x_2 - x_2 - k_d (x_3 + k_p x_2 + k_1 x_1) \tag{23}
\]

Equation (22) is rewritten by replacing \( \tau \) with (23),

\[
\dot{V}_4(x) = -k_d (x_3 + k_p x_2 + k_1 x_1)^2 \tag{24}
\]

Which is a negative function. So the designed control signal is able to stabilize the system based on (20) and (24).

![Fig. 2. The block diagram of the state augmented adaptive backstepping controller.](image)

**C. State Augmented Adaptive Backstepping Control**

Some of the dynamical system parameter values are rarely known or may be variable. In adaptive backstepping approach the parameters vector \( \theta \) is assumed to be unknown and is replaced by \( \hat{\theta} \) which is the estimation of \( \theta \). In order to expand the idea of state augmented backstepping controller to the adaptive case, the control law (23) is modified by replacing \( \theta \) by \( \hat{\theta} \) and the adaptive control signal is,

\[
\tau = -\hat{\theta} \phi - M k_p x_3 - M k_1 x_2 - x_2 - k_d (x_3 + k_p x_2 + k_1 x_1) \tag{25}
\]

Fig. 2 presents the block diagram of the state augmented adaptive control approach. The new Lyapunov function is defined as,

\[
V_5(x_1, x_2, x_3, \hat{\theta}) = V_4(x_1, x_2, x_3) + \frac{1}{2\gamma} \hat{\theta}^2 \tag{26}
\]

Which is a positive-definite function by considering \( \gamma \) as a positive gain. \( \hat{\theta} \) is defined as \( \hat{\theta} = \theta - \hat{\theta} \). By taking the derivative of the Lyapunov function,

\[
\dot{V}_5 = \dot{V}_4 + \frac{1}{\gamma} \hat{\theta} \dot{\hat{\theta}} \tag{27}
\]

Substituting (25) in (27) will result in,

\[
\dot{V}_5 = \hat{\theta} \phi (x_3 + k_p x_2 + k_1 x_1) - k_p x_2^2
- k_d (x_3 + k_p x_2 + k_1 x_1)^2 + \frac{1}{\gamma} \hat{\theta} \dot{\hat{\theta}} \tag{28}
\]
The parameter adaption law is defined as,

\[ \dot{\theta} = \gamma \varphi (x_3 + k_p x_2 + k_i x_1) \]  

(29)

By substituting (29) in (28),

\[ \dot{V}_k = -k_p x_2^2 - k_d (x_5 + k_p x_2 + k_i x_1)^2 \]  

(30)

Which is a negative function. So based on Theorem I. and according to (26) and (30), defining the control signal as (25) and the parameters adaption law as (29) will stabilize the system.

IV. RESULTS AND DISCUSSION

The 2-DOF robot manipulator presented in Fig. 1 is regarded as the case study. The dynamic parameter values of the system are selected based on the information provided in [16]. These parameter values are not exactly known. The proposed controller should confront this problem and satisfy the system stability as well as zero tracking error. The backstepping, state augmented backstepping and state augmented adaptive backstepping controllers are applied to the system and the path tracking results are compared.

In order to make a better comparison between controller performances, the trajectory error is analyzed along X, Y and Z axis. The error signals are presented in Figs. 4, 5 and 6 respectively.

As the figures depict the state augmented adaptive backstepping shows better performance in controlling the system. Despite parameter uncertainties, zero tracking error is satisfied by applying the controller. Backstepping and state augmented backstepping control approaches are not able to make the end-effector track the desired path precisely and in front of system uncertainties they exhibit variations around the origin. In the case of state augmented adaptive backstepping controller the variations appear just along the z-axis which decrease by decreasing the controller \( k_i \) gain.

The reference coordinate values as well as end-effector position along each axis are illustrated in Figs. 7, 8 and 9 respectively. The results prove the superiority of state augmented adaptive backstepping in controlling the system in
presence of parameter uncertainties.

Another important issue is the control signal. Fig. 10 presents the control signal for both joints by applying the state augmented adaptive backstepping control approach. According to the figures, despite system nonlinearity and parameter variation and uncertainties, the controlled system tracks the desired trajectory. These figures along with (26) and (30) and Fig. 3, prove the power of state augmented adaptive backstepping in stabilizing and controlling the manipulator.

V. CONCLUSION

A successful attempt has been made in order to develop the state augmented adaptive backstepping for a 2-DOF robot manipulator. Dynamic model for the manipulator is presented and simulated. The error equation is derived and an additional state is augmented to the equations in order to improve the performance. The backstepping controller is designed recursively and a Lyapunov function is introduced which satisfies the stability of the augmented system. The controller structure is then extended to the state augmented adaptive backstepping controller. The adaption law and control signal are derived in a way to guarantee the system stability as well as good tracking performance. A comparison between the control approaches is made considering the end-effector path tracking problem. Based on the comparison, state augmented adaptive backstepping shows the best performance regarding the tracking error along each axis. Despite the system nonlinearity and parameter uncertainties the state augmented adaptive backstepping was able to control the system and make the end-effector track the desired path. A variety of reference signals are considered along each axis which demonstrate the efficiency of state augmented adaptive backstepping controller in making the manipulator track both sinusoidal and step signals. Stabilizing the system along with the good tracking performance make the state augmented adaptive backstepping a good candidate for many complicated dynamical systems.
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